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• Limitations of Prompt Learning:
different Prompt learning with PLMs usually generalizes unstably in an extremely low-
resource setting or emerging domains. One potential reason is that, it is non-trivial for 
parametric models to learn rare or hard patterns well with rote memorization, thus, 
resulting in inefficient generalizable performance.

• Decoupling knowledge from memorization :
with the motivation of decoupling knowledge from memorization to help the model strike a 
balance between generalization and memorization, we constructs an open-book knowledge-
store from training instances and implements a retrieval mechanism during the process of 
input, training and inference, thus equipping the model with the ability to retrieve related 
contexts from the training corpus as cues for enhancement.

Introduction

Retrieval-augmented Prompt Learning

ØRetrieval of Neural Demonstration
We intuitively aggregate the 𝑚 neighbor vectors for each class according to their 

similarity and incorporate the demonstration into the input representation of �̂�

after the word embedding layer of the ℳ as follows:

ØRetrieve kNN for Guiding Training
Our intuition is to differentiate between easy and hard examples according to the 

prediction of kNN.

Ø kNN based probability for Cloze-style Prediction
We reformulate the 𝑃 𝑦 ∣ 𝒒! by interpolating the 𝑃"## with the already-trained 

base PLM's MLM prediction 𝑃ℳ using parameter 𝜆 to produce the final probability 

of the label:

Experiments

ØOpen-book Knowledge-store
Given the 𝑖-th example 𝒄%, 𝑦% in the training data 𝒞, we obtain the key-value 
pair 𝒉'̂! , 𝑣% , in which �̂�% = 𝒯 𝒄% , 𝒉'̂! ∈ ℝ

( is the embedding of the [MASK] 
token in the last layer of the PLM, and 𝑣% = 𝑓 𝑦% denotes the label word of the 𝑖-
th example.

Analysis of Memorization

ØDefinition of Memorization Measurement
we define memorization measures as to how the classification varies when a 

training instance z is deleted from the trainset. We define and derive the 

memorization score for a training instance z as follows：

ØTop-memorized Instances: Typical or Atypical?
we adopt SST-2 to analyze the memorization by judging the atypical of an 
instance by checking the percentage of positive phrases.

Few-shot/Zero-shot Results

Cross-domain Results Full-data Results


